
Citation: Huanyu Liu, Jianfeng Cai,

Tingjia Zhang, Hongsheng Li, Siyuan

Wang, Guangming Zhu, Syed Afaq Ali

Shah, Mohammed Bennamoun, and

Liang Zhang, Flowmind2Digital: The

First End-to-End Flowmind

Recognition and Conversion

Approach. Electronics 2024, 1, 0.

https://doi.org/

Received:

Revised:

Accepted:

Published:

Copyright: © 2024 by the authors.

Submitted to Electronics for possible

open access publication under

the terms and conditions of

the Creative Commons Attri-

bution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Article

Flowmind2Digital: The First End-to-End Flowmind Recognition
and Conversion Approach
Huanyu Liu 1,†, Jianfeng Cai 1,†, Tingjia Zhang1,†, Hongsheng Li2, Siyuan Wang2, Guangming Zhu2, Syed Afaq Ali
Shah3, Mohammed Bennamoun4 and Liang Zhang2,*

1 School of Artificial Intelligence, Xidian University; {hyliu_5, jfcai_1, tjzhang_1129}@stu.xidian.edu.cn
2 School of Computer Science and Technology, Xidian University; {hsli, siyuanwang}@stu.xidian.edu.cn,

gmzhu@xidian.edu.cn
3 School of Science and core member of Centre for AI and Machine Learning, ECU; afaq.shah@ecu.edu.au
4 School of Physics, Maths and Computing, Computer Science and Software Engineering, UWA;

mohammed.bennamoun@uwa.edu.au
* Correspondence: liangzhang@xidian.edu.cn
† These authors contributed equally to this work.

Flowcharts and mind maps, collectively referred to as flowmind, play an important 1

role in our daily, and many companies have developed dedicated tools. Hand-drawn 2

flowminds offer significant advantages for real-time and collaborative communication. 3

However, there is an increasing demand to convert them into a digital format for further 4

processing. Automated conversion methods are crucial in addressing the challenges associ- 5

ated with manual conversion, such as the cost of time and learning. Previous works have 6

proposed diverse sketch recognition methods. However, these methods face significant 7

limitations in practical situations. Firstly, most methods are designed for specific fields, 8

making it challenging to extend their usage to other fields. Additionally, none of these 9

methods address the critical step of digital conversion after recognition, which is essen- 10

tial to users. Moreover, existing datasets exhibit significant biases relative to actual data, 11

hindering the methods’ generalization ability. 12

13

Our paper proposes the Flowmind2digital method and hdFlowmind dataset to address 14

the aforementioned challenges. Flowmind2digital is the first comprehensive recognition and 15

conversion method for flowminds, utilizing a neural network architecture and keypoint 16

detection technology to enhance overall recognition accuracy. Our hdFlowmind dataset 17

consists of 1,776 hand-drawn and manually annotated flowminds, covering 22 scenarios 18

and surpassing existing datasets in size. Our experiments showcase the effectiveness of our 19

method, with an accuracy rate of 87.3% on the hdFlowmind dataset, surpassing the previous 20

state-of-the-art work by 11.9%. Additionally, our dataset demonstrates effectiveness, with 21

a 2.9% increase in accuracy after pre-training and fine-tuning on Handwritten-diagram- 22

dataset. We also highlight the importance of simple graphics for sketch recognition, which 23

can improve accuracy by 9.3%. 24

1. Introduction 25

Sketching is a prevalent and innate communication skill in human society, dating 26

back to ancient times and evident in the spontaneous drawings of infants. There are two 27

practical forms of sketches: (a) flowcharts, which visually represent the sequence of steps in 28

a process and serve as an indispensable tool for documenting and revealing one’s thought 29

process, and (b) mind maps, which are visual thinking tools that enable us to structure our 30

ideas and create an intuitive framework around a central concept. Due to their usefulness, 31

many companies have developed software for creating these sketches, collectively referred 32

to as flowmind. However, flowminds are typically not created in any specific digital 33

format but rather hand-drawn by users. These hand-drawn flowminds can be created 34

during brainstorming and planning at a meeting, note-taking for academic research, or 35
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process planning as shown in Fig. 1. Hand-drawn flowminds have the advantage of 36

real-time notation, as they only require a pen and any available background to immediately 37

record structural information. However, interacting with software is not as direct, causing 38

inconvenience in many scenarios. 39

Figure 1. Flowminds used in Various Scenarios

However, there is a need to eventually convert these hand-drawn flowminds into 40

digital format for the sake of clarity, better documentation, and record keeping. The 41

process of converting hand-drawn flowminds into digital format involves a large amount 42

of manual work on the software, including dragging each shape to the right position and 43

typing textual labels for connectors (such as lines, arrows, and double arrows). This task 44

requires considerable time and effort, especially for normal users who are not proficient in 45

using such software. 46

To alleviate the burden of manual conversion, there is a need for an automated method 47

that allows regular users to obtain digital flowminds directly on commonly used software 48

from their hand-drawn input. This can be achieved in two steps: first, recognizing the 49

elements in a hand-drawn flowmind; and second, converting the recognized elements into 50

common formats using certain digital tools. 51

Existing methods have limitations and assumptions when it comes to recognizing 52

elements in a hand-drawn flowmind, and they often produce output in a format that is not 53

commonly used. For example, the UML model proposed by [1] only allows users to draw 54

in predefined formats, which does not align with the initial sketch’s intention. HDBPMN, 55

proposed by [2][3], offers a comprehensive approach that generates an XML file of a BPMN 56

model from sketch input. However, this format is not commonly used in daily scenarios. 57

Furthermore, no existing method has met the requirement for the final conversion to a 58

commonly used format. 59

Existing datasets have limitations in terms of real-life scenarios, as they mainly consist 60

of samples drawn on electronic devices. For instance, the Handwritten-diagram-dataset 61

by [3] lacks diversity in terms of input sources. In contrast, real-life scenarios include 62

photos of whiteboards or glass boards, which can present challenges such as overexposure 63

or reflections, and are common sources of initial input. Therefore, there is a need for a 64

comprehensive recognition and conversion method that can interface with commonly used 65

software, such as Microsoft Power Point (PPT) and Visio, and a dataset that covers a larger 66

scope of real-world scenarios. 67

Hence, our work makes two significant contributions. Firstly, we present Flow- 68

mind2digital, an approach that utilizes a neural network architecture based on the Arrow- 69

RCNN model proposed by [4] to automatically convert hand-drawn flowminds into ed- 70

itable PPT and Visio digital diagrams. We aim to improve the practicality of the existing 71

approaches for normal users. Secondly, we introduce hdFlowmind dataset, which consists 72

of 1,776 images and 27,804 annotations. This dataset covers a larger scope of scenarios 73

and is considerably larger than previous datasets. Additionally, we include 485 samples 74

of basic shapes in the dataset to demonstrate their importance in the experiments. We 75

make this dataset publicly available for future research. Our experiments on this dataset 76

indicate that Flowmind2digital outperforms the state-of-the-art models, which validates 77

the effectiveness of hdFlowmind. Lastly, we also provide the first ultra-lightweight version 78

of the Visio-Python kit that facilitates direct programming operations on Visio software. 79
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Our work in this paper significantly extends the scope and quality of the Arrow-RCNN 80

approach, which focuses on flowchart recognition and keypoint detection. Specifically, our 81

contributions are as follows: 82

• We introduce an improvement based on the human keypoints detection that improves 83

the accuracy of Arrow-RCNN. 84

• We extend the model to cover the recognition of specific content of text box, which 85

overcomes the limitation of Arrow-RCNN model that only recognizes the location of 86

text. 87

• We further achieve compatibility with the internal models of Detectron21, providing a 88

pre-trained model that demonstrates the usefulness of our hdFlowmind pre-training 89

approach for training in other tasks within the relevant sketch domain. 90

The rest of this paper is organized as follows: We provide an overview of existing 91

methods and related work in the field of sketch recognition in Section 2, followed by several 92

challenges that exist in the recognition scenario we focus on in Section 3. Section 4 provides 93

a detailed description of our hdFlowmind dataset. Then we introduce our Flowmind2digital 94

recognition model in Section 5 and evaluate our approach and dataset in Section 6. Finally, 95

we discuss the implications and limitations of our approach in Section 7. The paper is 96

concluded in Section 8. 97

2. Related Works 98

Drawing sketches is a useful method to convey information quickly and effectively. 99

As a result, several sketch recognition approaches and datasets have been proposed to 100

automate the conversion of sketches to digital formats. Microsoft’s Visio and PowerPoint 101

software have become widely used for creating digital diagrams. In this context, our work 102

concentrates on flowmind recognition using keypoint detection and post-processing the 103

results for use in PPT and Visio software. Therefore, we discuss the following related works 104

in this paper: (1) existing flowmind recognition methods and datasets; (2) generic keypoint 105

detection methods; (3) approach to interface with PPT and Visio software. 106

2.1. Flowmind Recognition 107

The process of flowmind recognition can be divided into three tasks including 1) shape 108

recognition to locate and classify various basic shapes 2) connector recognition to identify 109

the connector between each shape and the specific connection revealed using keypoints 3) 110

text recognition to locate the text label and identify the specific content. 111

Conventionally, sketch recognition can be differentiated into online and offline meth- 112

ods which have diverse patterns. The input to online method is mainly a series of sequence 113

strokes on geometry, stroke or gesture base. There are also datasets, including FC_A pro- 114

posed by Awal[5] , FA and FC_B proposed by Bresler et al.[6], DIDI [7] proposed by Gervais 115

et al. etc. [8][9] 116

In comparison to the online approaches, offline sketch recognition simply needs raw 117

images instead of sequential strokes, making it more suitable for real world situations. 118

However, this also brings greater complexity, given that less information is contained in 119

the input. Some works [10][11][12] tried to convert it to online problem by reconstructing 120

the strokes of the hand-drawn flowcharts, but it is not applicable in the scenario we handle 121

in this work which contains noises and raw images. 122

Therefore, the object-based method is also proposed, requiring corresponding datasets 123

to train the models. Since the datasets of online and offline methods overlap, the online 124

dataset can be converted into the offline datasets through certain transformation. Wu et 125

al. [13] proposed to use FC_A dataset to train offline recognition model [5][14]. Bresler 126

extracted two datasets from the FC_B dataset – D_a and D_b [6][15][16] for offline recogni- 127

tion. 128

1 https://github.com/facebookresearch/detectron2.git
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At the same time, several datasets have been created to support sketch recognition for 129

various scenes, including Bernhard’s HDPBPMN dataset for BPMN graphs [3]. However, 130

these datasets have limitations in terms of comprehensiveness, particularly in terms of 131

exposure, drawing tools, and materials. These limitations will be discussed further in 132

Section 3. Table 1 provides an overview of the attributes of these datasets for different 133

sketch scenes. 134

Table 1. Related Work and Datasets

Name Category Authors
Objects Connection Non-digital Digital

DB DPC DPTShapes Connectors Textboxes Keypoints Exposure Blur Pen-Pressure DE

FC_A[5] Flowcharts Awal et al. Yes Yes Yes Yes - - No No No No No

FA[15] Finite automata Bresler,Pr_u_a Yes Yes Yes Yes - - No No No No No

FC_B[6] Flowcharts Bresler,Pr_u_a Yes Yes Yes Yes - - No No No No No

FC_Bscan[16] Flowcharts Bresler,Pr_u_a Yes Yes Yes Yes - - No Yes No No No

DIDItext[7] Flowcharts Philippe Gervais Yes Yes Yes Yes - - Yes Yes No Yes Yes

DIDIno_text[7] Flowcharts Philippe Gervais Yes Yes No Yes - - Yes Yes No Yes Yes

hdBPMN2021[3] BPMN models Bernhard Schafer Yes Yes No Yes Yes Yes No No Yes Yes Yes

hdBPMN2022 BPMN models Bernhard Schafer Yes Yes Yes Yes Yes Yes No No Yes Yes Yes

hdFlowmind Flowcharts, Mind map Ours Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

*DB = different backgrounds, DE = different equipment DPC = different pen colors, DPT = different pen thickness

In terms of detection model, Julca-Aguilar and Hirata used the Faster-RCNN model 135

[17] in target detection to identify flowchart elements [18]. However, traditional object de- 136

tection model can only tell where the arrows in a flowchart is, but not their correspondence 137

(to where and what) . To address such limitation, Bernard et al. proposed Arrow-RCNN 138

[4], a model developed from Faster-RCNN, capable of detecting the head and tail of arrows 139

in flowcharts, but lacked post-processing step to digitalize the result. Bernard et al. also 140

proposed SketchToProcess [19], which realized the direct transformation of hand-drawn 141

BPMN diagrams into corresponding standard BPMN xml files. However, the problem of 142

connection orientation is still not solved. The scope of use is relatively narrow because 143

of the limitations in recognizing the multiple connectors that commonly appear in mind 144

mapping. 145

It is worth noting that most existing approaches do not provide a way to connect 146

post-processing with previous software to generate editable graphics, which is a crucial 147

requirement in practical applications. Most methods simply recognize and output raw 148

data without further processing. The Sketch2Process model is an exception as it generates 149

BPMN XML files, but even then, additional processing by users is still required. In practice, 150

normal users require software-editable graphics rather than raw data that needs further 151

steps. Therefore, the limitation of existing transformation models is evident from a practical 152

perspective. 153

In summary, the analysis presented above highlights the active research field of sketch 154

recognition for raw-sketch transformation, which has seen various approaches and datasets 155

being introduced. However, there are still considerable gaps in the existing datasets in 156

terms of their scope and quantity. Moreover, the current approaches do not consider the 157

crucial step of connecting the recognized sketches to relevant software for practical use. 158

2.2. Keypoint Detection 159

Recognizing the connections in flowmind is a challenging task as it requires accurately 160

identifying the trajectory of each connection. However, a more flexible approach is to 161

simplify the target by recognizing a limited number of keypoints, which can improve the 162

accuracy and flexibility of subsequent adjustments and generation in software. 163

Keypoint detection has numerous applications, one of which is human posture estima- 164

tion (HPE) that includes the detection of facial, hand, and human keypoints. HPE systems 165

such as those presented in [20][21] typically follow a top-down approach for multi-keypoint 166

detection. In the first stage, object detectors determine the location of each instance in 167
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Figure 2. Visio Interface

an image. In the second stage, instances are clipped from the original image, adjusted 168

to a specific resolution, and fed to an HPE network that outputs the keypoints’ location. 169

Currently, there are two main methods. 170

The first approach for keypoint detection involves using the keypoint location as the 171

target for regression and directly outputting the location of the keypoint through a fully 172

connected layer, without generating prediction results for each pixel. While this method 173

has a lower model complexity and can achieve some end-to-end full differential training, 174

it also has some obvious problems. These problems mainly include lower accuracy and 175

generalization due to direct regression, no theoretical error lower bound, and a higher risk 176

of overfitting because the task of keypoints is relatively flexible compared to HPE. Therefore, 177

we do not use this method. The second approach is to estimate the heatmap based on 178

keypoint location, which generates a heat value for each pixel position that indicates the 179

probability of the corresponding pixel being a keypoint. Heatmap-based methods have 180

been evaluated and have been shown to have higher accuracy in recent years, but there are 181

still slight differences in the task of connector keypoints. 182

The traditional COCO dataset includes person instances that may be occluded, under- 183

exposed, or blurred, resulting in varying levels of visibility for the keypoints. The visibility 184

is usually divided into three levels in general: "0" indicates that there is no keypoint. "1" 185

indicates a invisible keypoint due to occlusion, and "2" indicates an existing visible keypoint. 186

However, unlike keypoint detection for human posture estimation, where keypoints may 187

have different levels of visibility due to occlusion, underexposure, or blur, keypoints of 188

connectors typically have a clear and binary visibility state of either "0" or "2" since the 189

head and tail of almost all arrows are clearly visible. Thus, the original keypoint detection 190

method used for human posture estimation cannot be directly applied to connector key- 191

point detection. In this paper, we propose a modified model tailored to our specific needs, 192

as discussed in Section 5. 193

2.3. Related Software 194

PowerPoint, a presentation developed by Microsoft Corporation, is widely used in 195

flowchart creation and mind map editing. It has become a fundamental software tool in 196

many industries. Visio is a graphics software tool in the Microsoft Office toolkit, which 197

helps in understanding complex systems and processes and making better decisions. Visio 198

diagrams can be saved in formats such as .svg and .dwg. As PowerPoint and Visio are 199

widely used, our proposed solution aims to interface with these software tools. Fig. 2 200

shows an example of the Visio interface. 201

Currently, the commonly used method for interacting with these software is to use the 202

PPT and Visio API provided by Microsoft’s official website2 3. This API offers detailed shape 203

2 https://learn.microsoft.com/office/vba/api/overview/visio
3 https://learn.microsoft.com/office/vba/api/overview/powerpoint
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Figure 3. Example of a flowmind with various highlighted recognition challenges

interfaces, internal functions, and proprietary properties, but it is primarily intended for 204

developing their own extensions, making it difficult to interface with our model. Therefore, 205

we have opted to use third-party extension packages to establish the interconnection. 206

The Python extension package "PPTX"4 is used for interacting with PowerPoint soft- 207

ware, and it adheres to the rules of PPT documents. The package defines pages as containers, 208

shapes as objects, and connection lines as entities. Using this package, objects in PowerPoint 209

can be manipulated through the Python language. 210

Regarding the Visio software, although there are third-party extension packages such 211

as vsdx, their functions are too limited to meet basic needs. Therefore, we developed our 212

API using the third-party extension package win32com provided by Python. This API 213

mainly allows us to call the underlying components of Word, Excel, PPT, Visio, and other 214

software. 215

3. Challenges 216

This section discusses the difficulties in recognizing hand-drawn flowminds, which 217

result from various real-world factors that are not adequately represented in existing 218

datasets. We will focus on the challenges of shape recognition, connector recognition, text 219

recognition, and the impact of the raw backgrounds. To illustrate these challenges, we will 220

use the example drawing shown in Fig. ??, which is taken from our hdFlowmind dataset. 221

Shape Recognition Challenge 222

Recognizing all shapes and their positions in a flowmind is a major challenge in 223

flowmind recognition, as it is the first step in the process. Shapes in a flowmind are referred 224

to as nodes, and can include rectangles, diamonds, arrows, and text, each representing a 225

different node. Shapes are defined by a bounding box, which contains information about 226

the shape’s location and type. However, recognizing shapes can be quite complex due to 227

several challenges, including: 228

1. One challenge in shape recognition is the ambiguity between similar shape types. For 229

example, ellipses and long ellipses have a high degree of similarity, with the curvature 230

of the edge being the only distinguishing factor (curvature is non-zero for ellipses, 231

and zero for long ellipses). However, in practice, people tend to draw them similarly, 232

which can lead to confusion in recognition. 233

2. The second challenge in shape recognition of hand-drawn flowminds is that the 234

objects often exceed the bounding box of the shape, as shown in problem s1 in Fig. ??. 235

4 https://python-pptx.readthedocs.io
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This makes it difficult to distinguish between different shape types. Moreover, the 236

boundary of the shape may be drawn multiple times, resulting in messy strokes, as 237

depicted in problem s2 in Fig. ??. 238

Connector Recognition Challenge 239

The connectors in flowcharts and mind maps play a crucial role in indicating the 240

relationships between different nodes. Although many datasets classify connectors as a 241

single type, they can actually be differentiated into three graphic styles, namely line, single 242

arrow, and double arrow, which need to be recognized separately. 243

Recognizing connectors is more complex than recognizing shapes since connecting 244

lines not only need to be identified in terms of their type and location, but also require the 245

determination of the shapes they connect and the relationship between them. Some of the 246

challenges associated with connector recognition are: 247

1. The flexibility of the connection line path in hand-drawn flowminds can cause connec- 248

tors to go through the entire graph, resulting in the bounding box including a large 249

portion of other objects (e1 in Fig. ??). 250

2. Many-to-Many connections occur when a node extends multiple connection lines to 251

different objects (e2), resulting in a high intersection over union (IOU) between the 252

bounding boxes of these objects. 253

3. The crossing and intersection of connection lines, as shown in e3, can complicate the 254

identification process since lines often cross over or intersect with other objects. 255

4. In rough sketches, bad connections are common where the drawn connectors are 256

not always connected correctly to the corresponding object (e4). This issue makes it 257

difficult to identify, especially when multiple possible objects are involved. 258

Text Recognition Challenge 259

Recognition of text involves identifying both the textboxes and their respective posi- 260

tions, as well as the specific content within them. This task presents a few challenges such 261

as: 262

1. Handwriting recognition (HWR) is required to recognize the specific text content 263

in the text box after locating it. However, in hand-drawn flowminds, the text often 264

has more background interference compared to general HWR. For instance, people 265

may draw their sketch on any background according to their convenience, and some 266

backgrounds may even include noises such as printed fonts (t1). 267

2. Text that goes beyond the boundaries of a text box and intersects with other shapes or 268

connectors is referred to as "Text out of text box". This can occur when the content 269

of the text is too long and goes beyond the bounding box. Detecting this type of 270

text presents similar challenges to those encountered when detecting shapes and 271

connectors. 272

Figure 4. Various Backgrounds in Flowminds
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Other Challenges 273

Apart from the challenges mentioned earlier, there may be additional external factors 274

that could impact the recognition process. The challenges in this case include: 275

1. The background of a hand-drawn flowmind can vary depending on the type of paper 276

used, which may include horizontal lines, grids, squares, dashed lines, or blank 277

spaces. The additional lines in the background may resemble the flowmind shapes 278

or connectors drawn by the user, which can cause confusion during identification. 279

Other scenarios may involve drawing on whiteboards, blackboards, or glass boards. 280

Additionally, some users may use electronic devices for sketching, such as tablets or 281

scanning software, which can result in variations in the background. Examples are 282

shown in Fig. 4. 283

2. The quality of the raw sketch can be influenced by the variability in drawing tools, 284

such as the clarity, consistency, and thickness of the lines drawn. 285

3. The equipment used to generate the input image can vary. Screenshots or scans taken 286

directly on electronic devices typically have high clarity. However, taking a photo 287

of a raw sketch on paper can result in rotated, blurry images or incomplete content. 288

Examples illustrating this are shown in Fig. 5. 289

4. Another challenge lies in the post-processing stage after recognition. Existing methods 290

do not consider the interface with software, leaving a gap in this aspect. We believe 291

that we are the first to propose an interface with specific software for generating 292

editable graphics 293

Figure 5. Recognition Challenges Resulting from Different Methods of Digitizing Flowminds

4. Dataset 294

This section discusses the Collection, Annotation, Characteristics and Splitting of the 295

hdFlowmind dataset, that is publicly available 5. Furthermore, emphasis is placed on the 296

advantages of our dataset over relevant datasets in terms of quantity, quality, and diversity, 297

showed in Table 1. This emphasis aims to comprehensively address and overcome the 298

various challenges mentioned in the Section 3. 299

4.1. Dataset Collection 300

Our dataset comprises 1,776 hand-drawn flowminds collected from XIDIAN Uni- 301

versity. These images include hand-drawn flowcharts found on the Internet, mind maps 302

used in practical applications, as well as sketches made during meetings or brainstorming 303

sessions. The participants were instructed to ensure that their designs and strokes reflect 304

real-life scenarios. 305

5 https://huggingface.co/datasets/caijanfeng/hdflowmind
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Figure 6. Overview of the hdFlowmind Dataset

To cover a larger scope of scenarios, we asked participants to draw with different 306

drawing mediums, backgrounds, and photographic equipment. This intentional diver- 307

sification in the dataset creation process ensures a more comprehensive representation 308

of real-world conditions and user behaviors. Our dataset encompasses a rich variety of 309

hand-drawn sketches captured under diverse conditions, including varying lighting, tex- 310

tures, and drawing styles. Unlike some existing datasets that may have limited diversity in 311

terms of drawing styles or environmental conditions mentioned in Section 2, our dataset 312

embraces a broader spectrum of user interactions and artistic expressions. This diversity in 313

the data collection process enhances the generalization capability of our model, making it 314

well-suited for real-world applications where visual inputs can vary significantly. 315

In the category of non-digital samples, We have a variety of non-digital samples in our 316

dataset, which were drawn on different backgrounds such as whiteboards, glass boards, 317

standard A4 paper, brown and yellow paper, thin paper (which is translucent and the 318

content on the reverse side can be seen), grid paper, quadrille paper, lined paper (with 319

line color in green or black), ruled paper, and chart paper (which has some patterns and 320

text on it). The drawing tools used in these samples include markers, black pens, blue 321

pens, whiteboard pens, chalks, and more. Additionally, the circumstantial conditions under 322

which these samples were drawn include normal lighting, dusky lighting, overexposure, 323

and shadow occlusion. We also have some samples that were scanned using software6. 324

For digital samples, participants used electronic devices such as Apple iPad and 325

Samsung Pad, along with electronic pens, to create the sketches. They used two different 326

software programs, Concept drawing board and Notability7 8. The backgrounds for these 327

sketches included grids, lattices, horizontal lines, and scattered dots in various colors. The 328

pen settings varied, including brush strokes with pressure sensing, fix jitter pen, and soft 329

pencil tools provided in the software. 330

The overview of hdFlowmind is provided in Fig 6. 331

4.2. Dataset Annotation 332

We utilized the PASCAL VOC format, which is a widely used format for Object 333

Detection datasets in the field of Computer Vision, to annotate the shapes and connections 334

in each sample for both training and evaluation purposes. To generate the annotation files, 335

we utilized a data annotation tool provided by Huawei Cloud9. These annotation files 336

6 https://www.camscanner.com/
7 https://concepts.app/
8 https://notability.com/
9 https://cloud.huawei.com
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Figure 7. An Example Image with Annotations

consist of labels, four coordinates of bounding boxes, and additional coordinates of head 337

and tail for connectors, which include arrow, double arrow, and line. 338

Please note that the annotation tool we used doesn’t allow distinguishing whether 339

keypoints are necessary for each instance. Hence, we used the coordinates of keypoints as 340

attribute values of bounding boxes during annotation, and manually entered the coordi- 341

nates afterward. After careful checking, the error rate was no more than 0.225% (4/1776). 342

Fig. 7 shows a sample from our hdFlowmind dataset. 343

4.3. Dataset Characteristics 344

Our hdFlowmind dataset comprises 1,776 images, with 17,652 annotated bounding 345

boxes and 10,152 keypoints. Table 2 illustrates that the dataset covers 12 flowmind elements, 346

including 7 basic shapes, 1 text box, and 3 types of connectors. The minimum number of 347

annotations among hdFlowmind images is 3, while the maximum is 93, with an average 348

annotation count of 22.56 per image. On average, each image contains 14.23 elements. 349

Compared to similar datasets, hdFlowmind includes a larger variety of compositions and 350

scenarios, with the most extensive quantity of images and annotations. 351

The challenges in recognizing these images are mainly related to the issues discussed 352

in Section 3, such as different backgrounds (paper, board, electronic devices, etc.) and 353

drawing tools (markers, chalk, pens, etc.), as well as image-capturing problems (blurry 354

images, exposure, etc.). Additionally, the recognition of shapes, connectors, and text also 355

poses significant difficulties. These challenges are comprehensively presented in Table 3, 356

while Fig. 8 displays various types of shapes used in developing our dataset. 357

Our publicly available flowmind dataset has a wide range of elements and a high 358

degree of composition diversity, which makes it valuable for research and development 359

purposes. Additionally, our elements and compositions are practical and natural. 360

4.4. Dataset Splitting 361

To follow the protocol of related hand-drawn diagram datasets [6][16][15], we split 362

the hdFlowmind dataset into three parts: training, validation, and testing. In comparison to 363

professional field datasets, such as BPMN dataset [19], our flowmind dataset exhibits higher 364

variability in terms of composition, backgrounds, and drawing medium. This implies that 365

different flowminds from the same participant differ significantly. Thus, we randomly 366
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Table 2. hdFlowmind elements in the 1,776 annotated images

Element Name Count

Basic shapes

circle 1,039

diamonds 599

hexagon 562

long oval 485

parallelogram 700

rectangle 2,209

trapezoid 460

triangle 602

Text textblock 5,920

Connectors

arrow 3,219

double arrow 634

line 1,223

Maximum of annotations per image: 93

Minimum of annotations per image: 3

Average of annotations per image: 22.56

Average of element per image: 14.23

Table 3. Statistics of challenges posed by different external features in our dataset

Group type count

background

whiteboard 54

blackboard 48

grid paper 224

ruled paper 171

brown paper 200

white paper 155

digital 638

single 485

drawing tools

marker 54

chalk 48

red pen 4

blue pen 31

black pen 681

electronic pen 1,123

Other
motion blur 158

exposure 7
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Figure 8. Examples of different hand-drawn shapes

Figure 9. Examples of Basic Geometric Shapes

divided the dataset into three parts with a 6:2:2 ratio, i.e., the training set contains 775 367

samples, the validation set has 258 samples, and the test set has 258 samples. 368

f, to enhance the recognition accuracy of basic shapes with less frequency, we included 369

an additional training image containing 107 parallelograms, 94 hexagons, 93 rhombuses, 370

102 trapezoids, 89 triangles, and a total of 485 basic images as depicted in Fig. 9. By adding 371

this extra image, the ratio of train/validation/test sets became 1260:258:258. We assessed 372

the impact of these auxiliary images on the training results in Section 6. 373

5. Methods 374

This section describes the Flowmind2digital method for creating digital flowmind 375

diagrams on PPT and Visio from hand-drawn inputs. As shown in Fig. ??, Flowmind2digital 376

consists of two main components: object & keypoint detection, and post-processing. 377

Keypoint detection 378

5.1. Object & Keypoint Detection 379

Mask-RCNN 380

The Mask-RCNN is a neural network approach based on the Faster-RCNN and is 381

known for its high accuracy and extensibility, as described by [21]. This approach can also 382

be used for the keypoint detection, as demonstrated in the example of human posture 383

recognition. The two-stage architecture, inherited from Faster-RCNN, provides a robust 384

framework for effectively handling object detection tasks. This accuracy is crucial for tasks, 385

where precise localization of keypoints is paramount. 386

The initial input of Mask-RCNN is an RGB image represented as a three-dimensional 387

array. The first two dimensions correspond to the size of the image, while the third 388
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Figure 10. Overview of our approach: Given a handwritten image, we first perform object detection
for shapes, keypoints and text. Next, we generate the shape and connector based on coordinates
and connection relationships in the relevant software. Then, we adopt a clustering-based automatic
layout algorithm and fill in the corresponding text boxes detected by optical character recognition.
Finally, we generate a visual file of the software.

Figure 11. Schematic of the Recognition Network in Our Model

dimension represents the three color channels: red, blue, and green. The detection process 389

is based on the feature map of the image, which is learned by the backbone network, a FPN 390

network in our application. Multi-scale feature is extracted and fused by up-sampling to 391

combine the semantic and visual information. 392

The Mask-RCNN follows a two-stage process, similar to Faster-RCNN, for object 393

detection. In the first stage, the Region Proposal Network (RPN) generates region proposals. 394

Each proposal represents a bounding box around a region of interest along with a confidence 395

score that indicates whether it belongs to the foreground or background. The second stage 396

of Mask-RCNN involves a ROI (Region of Interest) network that classifies each proposal 397

and refines the bounding box location. The ROI Align mechanism is used to extract a 398

fixed regional feature map that corresponds precisely to the proposal region. This smaller 399

feature map is used to predict refined bounding boxes and a score distribution over defined 400

classes for each foreground proposal. Finally the Mask-RCNN gives an output set of object 401

(x, c, s), where x represents coordinates, c represents the most likely class and s represents 402

the confidence score. 403

Moreover, the ability of Mask-RCNN to perform keypoint detection aligns well with 404

the specific requirements of the application. The mechanism for region proposal generation 405
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in the first stage, coupled with the ROI network in the second stage, enables not only 406

accurate bounding box localization but also detailed keypoint predictions. 407

According to[22][23], we will conduct a comprehensive analysis of trade-offs in the 408

entire system pipeline, considering aspects such as program runtime, memory usage, 409

accuracy, speed, and correctness. Detailed experiments are presented in Section 6 to 410

provide a thorough examination of the rationality behind the utilization of Mask RCNN. 411

Trade-off in Speed and Time Complexity 412

While Mask-RCNN may not be the fastest algorithm, the trade-off in speed is justified 413

by the enhanced accuracy achieved through the two-stage process. The use of the Region 414

of Interest (ROI) Align mechanism contributes to a time complexity suitable for our appli- 415

cation. Comparatively, YOLO[24] may offer faster inference times but at the expense of 416

potential sacrifices in accuracy. 417

Memory Efficiency and Multi-scale Feature Fusion 418

The FPN backbone utilized in Mask-RCNN contributes to effective memory utilization, 419

accommodating the processing of high-resolution images. The multi-scale feature extraction 420

and fusion through up-sampling enhance the model’s ability to capture both semantic 421

and visual information, a feature not explicitly highlighted in some other architectures. 422

DETR[25], while novel in its transformer-based architecture, may have different time 423

complexity considerations as it directly predicts object bounding boxes and classes in a 424

single pass. Due to the parallelization mechanism of multi-heads in the DETR transformer 425

architecture being optimized for GPUs, it cannot run efficiently on lightweight CPUs. 426

Over all, based on previous research work and analysis above, we utilize the Mask- 427

RCNN for our object detection network. 428

Keypoint detection is a popular extension of the Mask-RCNN model. During the 429

second stage, the ROI network is altered to extract keypoints and refine bounding boxes 430

at the same time. The ROI Box-Keypoints network involves two parallel fully connected 431

layers, which are applied after the feature map array is transformed. One of the layers 432

is responsible for refining the bounding box by regression, while the other layer treats 433

keypoint detection as a pixel-level classification problem. Each arrow instance is assigned a 434

one-hot mask, with the keypoint pixel defined as foreground and the rest as background. 435

We utilized a pre-trained FPN-resnet50 model, which was originally developed for 436

human posture recognition. The selection of FPN-resnet50 as the backbone is motivated 437

by its well-established balance between high accuracy and robustness. Additionally, it 438

facilitates seamless experimental comparisons with other models of a similar class. But we 439

customized it for our purpose. Specifically, we set the number of keypoints to be detected 440

as two. This was the basic number needed to ensure that the detector can identify the 441

connection between two shapes. The path of the connector can be easily adjusted through 442

automatic typesetting or manual post-processing, that we need no additional keypoints 443

to indicate the specific path of the connector. Therefore, two keypoints are sufficient to 444

capture the composition of the flowmind diagram. 445

5.2. Post processing 446

After obtaining the results of identifying key points for objects and connectors as 447

described earlier, our attention turns to the human-computer interaction process. We aim 448

to create a technique that enables the conversion of these results into a digital format. This 449

involves generating files such as .pptx or .vsdx from the output. 450

Our approach to accomplishing this task involves the creation of a post-processing 451

procedure, as described in Section 2. This procedure can be broken down into four distinct 452

parts. 453

Firstly, the shape generation component uses Visio and PPT to create the corresponding 454

shapes at the coordinates detected during keypoint recognition. 455

Secondly, the connection determination component identifies the exact point on the 456

shape where the detected connector should connect, based on the keypoint information. 457
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Thirdly, the text content component assigns labels to the shapes and connectors, 458

generates text boxes, and extracts the relevant content using OCR software. 459

Lastly, the automatic typesetting component adjusts the sizes and positions of the 460

shapes based on intelligent clustering, and generates the final output. 461

Shape generation 462

As discussed in Section 2, we utilize the python-pptx library to establish communica- 463

tion with Microsoft Powerpoint. This library provides Python classes to interact with the 464

elements present in a PPT document such as slides, shapes, and connectors. In the case of 465

Visio, since there is no suitable toolkit available, we use the win32com10 library to interact 466

with the program. The Visio template is read and placed onto the created page object. 467

As mentioned in Section 2, we use the python-pptx library to interface with Microsoft 468

Powerpoint. The elements of slides, shapes or connectors in ppt document is operated 469

as python classes. Since there’s no proper toolkit to interface with Visio, we use the 470

win32com to operate it with this program. The template in Visio is read and placed onto 471

the created page object. To ensure proper formatting, we need to convert the coordinates of 472

the bounding box (x0, y0, x1, y1) to the format of (xc, yc, H, W) using the following formula: 473

(x0, y0, x1, y1)→ (xc, yc, H, W) s.t.



xc =
|x0+x1|

2

yc =
|y0+y1|

2

W = |x0 − x1|

H = |y0 − y1|

(1)

Connection determination 474

After generating the Flowmind components, the next task is to link the connectors to 475

the keypoints on the shape. In both Visio and PPT, if a connector is generated solely based 476

on coordinates, it will remain fixed in its original position even if the shape is moved. To 477

establish a true relationship between the shape and the connector, it is essential to connect 478

it with the pre-defined keypoints on the shape. Figure 12 illustrates the difference between 479

the two methods of connector generation based on coordinates and connection. 480

Figure 12. The difference of two generation methods based on coordinates and connection

Our algorithm aims to establish a connection between connectors and shapes by 481

calculating the Euclidean distance between their keypoints. Euclidean distance serves as 482

an intuitive and effective metric, accurately expressing the distance between keypoints 483

10 https://pypi.org/project/pywin32/
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of connectors and various geometric shapes. Its application facilitates the calculation of 484

distances between connectors and candidate points on shapes, derived from the geometrical 485

relationship between bounding boxes and standardized shapes. This approach, which 486

includes calculating distances for polygons, identifying candidate points for non-polygons, 487

and selecting the nearest shape for each keypoint, demonstrates robustness and adaptability 488

in handling diverse geometric scenarios. The flexibility of Euclidean distance enhances the 489

algorithm’s ability to accurately model and understand geometric relationships, ensuring 490

a robust and reliable approach for connector and shape connection in the recognition of 491

complex hand-drawn sketches. The distance calculation between connectors and various 492

types of geometric shapes can be derived using the geometrical relationship between the 493

bounding box and the standardized shape, as shown in Fig. 13. 494

Assuming that the detected shapes in bounding box is set in an standardized orien- 495

tation (with a horizontal base), the process first calculate the candidate points on each 496

shape, referring to the connectable anchors on PPT and Visio shapes. Secondly for each 497

connector keypoint, it identifies the nearest candidate point on all shapes. As for polygons, 498

it computes the vertical distance from the keypoint to each edge (as depicted in Fig. 13a 499

d1, d3). Note that, if the foot point of that vertical line lies on the extension of the edge, it 500

chooses the shortest distance from the keypoint to terminal point of the edge as the shortest 501

distance instead (as depicted in Fig. 13a d2, d4). For non-polygons, it identifies n candidate 502

points on the shape (according to the connection rules of PPT and Visio) and specifies that 503

the keypoint can only be connected to them. For instance, the candidate points of a circle 504

are Up, Down, Left, Right, Top left, Bottom left, Top right, and Bottom right. Lastly, for each 505

keypoint, the shape with the nearest candidate point is selected as the connected object (as 506

depicted in Fig. 13b). 507

Figure 13. Calculation of distance between connectors and different types of geometry shapes

Text content 508

In this step, our approach aims to recognize specific content within the text boxes. The 509

input consists of a set of coordinates for each textbox, T, and the image feature map, F. The 510

output includes the recognized content set, C, and a confidence score, S. Instead of training 511

an OCR model from scratch, we use an existing OCR model, which offers superior accuracy 512

and speed. The OCR model is also a two-stage method that generates bounding boxes in 513

regions of interest and then recognizes the specific content of each bounding box. However, 514

due to the challenges mentioned in Section 3, its performance on hand-drawn flowminds 515

is considerably limited. Therefore, we apply OCR in each text box identified previously, 516

which greatly improves the accuracy of text recognition, as demonstrated in Section 6. 517

To address merging or splitting problems in text box recognition, we utilized the 518

method proposed in Arrow-RCNN [4] to create a unified text box with a union bounding 519

box that covers the corresponding text boxes. To determine which shape or connector a 520

textbox corresponds to, we calculated the intersection over Union (IoU) between each text 521

box and all bounding boxes of shapes. As mentioned in the shape recognition challenge, 522

an IoU threshold of 80% was set. If there exists a shape that has the highest IoU rate over 523
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the threshold for a detected text box, its content is filled into that shape. Otherwise, it is 524

considered as an independent text element. As connectors have high flexibility, we created 525

the text box through the corresponding bounding box to fill in its content. 526

Automatic typesetting 527

The steps described earlier have established the inclusion and graph relations between 528

shapes, connectors, and text boxes, primarily realizing the visualization. However, a 529

precise copy of the rough sketch may not always reflect the user’s intention. For instance, 530

the rectangles in Fig. 14 are meant to be of the same size, but due to the visualization 531

being based on the shape of the bounding box, there may be slight variations in the actual 532

digitization. Additionally, the rectangles should be vertically aligned, but the digitized 533

coordinates may not reflect this due to differences in the actual sketch. 534

Figure 14. Automatic Typesetting: Intelligent Scaling of Shape Sizes, Followed by Automatic Hori-
zontal and Vertical Alignment

The aforementioned deviation can pose problems, especially when creating a digital 535

flowchart automatically. In a manually created flowchart, the consistency of a set of shapes 536

can be ensured by copying and pasting. However, if the flowchart is already generated on 537

the software, adjustments to individual shapes have to be made separately as deleting or 538

replacing any shape can affect the established relations. Hence, an automatic typesetting 539

algorithm that can assist in intelligent typesetting becomes particularly important. 540

To achieve this, we have implemented a two-stage clustering model that employs the 541

Canopy and K-means algorithms. The number of clusters is determined through Canopy 542

clustering, which is then followed by K-means to produce the final result. Moreover, 543

we have utilized these clustering algorithms to adjust the size of shapes to account for 544

variations in the input flowminds. Generally, the clustering algorithm is applied twice for 545

automatic resizing and alignment. A summary of the clustering algorithm is depicted in 546

Fig. 14. 547

To resize the editable graphics, we utilize a two-stage clustering model based on 548

Canopy [cite] and K-means algorithm. Firstly, we use the length and width of the bounding 549

box as clustering features. We set the thresholds of the Canopy algorithm and consider 550

shapes with similar length and width as a cluster in coarse clustering. This provides us 551

with a clustering reference value K. In the next stage, we perform fine-grained clustering 552

using K-means algorithm, and calculate the average size of the bounding box for each 553

cluster. This average size is used as the new size for the shape cluster. We perform this 554

resizing process twice, to ensure automatic resizing and alignment of the shapes. 555

Moreover, Canopy clustering stands out by eliminating the need for a pre-specified 556

k value, making it exceptionally practical. Despite potentially lower accuracy compared 557

to other clustering methods, Canopy excels in speed, making it a valuable choice. Hence, 558

Canopy clustering is strategically applied for preliminary coarse clustering, allowing the 559

machine to autonomously determine the K value and approximate K initial centroids. 560

Subsequently, this is followed by a more detailed fine clustering using K-means. The 561

Canopy+K-means clustering strategy not only balances speed and accuracy but also proves 562

effective in the context of automatic typesetting, emphasizing the machine’s ability to 563

specify the number of clusters in subsequent work. 564
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To achieve alignment, the four coordinates of the bounding box of each shape cluster 565

obtained in the first stage are used as clustering features. The horizontal and vertical 566

coordinates are clustered separately using the same two-stage approach as for resizing. 567

The average coordinates of each cluster are then determined as the final layout result. The 568

specific threshold parameters for the Canopy algorithm will be described in more detail in 569

Section 6.1. 570

6. Evaluation 571

To evaluate and analyze the performance of our methods, we trained and optimized 572

the model on our hdFlowmind dataset. A detailed description about evaluation setup, 573

experimental contents, results, and analysis will be provided in this section. 574

6.1. Evaluation Setup 575

This section will provide an in-depth explanation of the evaluation setup for our 576

implementation, including the metrics and baseline used to assess the performance of our 577

model. Researchers can access our code demo on GitHub11. 578

Implementation 579

Our neural network is based on the framework of Detectron2, which utilizes Mask- 580

RCNN and heat map keypoints detection with pytorch. For our experiments, we utilized 581

the Keypoint-ResNet-50-FPN11 backbone, which is relatively fast and balances speed 582

and accuracy effectively. We initialize the model weights using the pre-trained model 583

from the COCO dataset, obtained from the Detectron2 model zoo. When it comes to 584

hyperparameters, we mostly follow the default Detectron2 configuration for training. 585

Specifically, the top-k anchor in train and test are 1500 and 1000 respectively in RPN, the 586

base learning rate is 0.02, the smooth β in l1 is 0.5. Please refer to Detectron2 configs for 587

more hyperparameters and architecture settings. For gradient descent, we use Adam with 588

80k iterations and a batch size of 4, allowing the model to see 320k augmented images (80k 589

batches of size 4). This process takes approximately 8 hours on a GeForce RTX 3090 with 590

16GB memory. During training, the basic learning rate is set to the default value of 0.00025 591

for Adam’s adaptive change of Detection2. 592

For post-processing, we utilize Baidu’s offline service paddleOCR12, specifically the 593

PP-OCRv3 version, which supports both Chinese and English languages. This service is 594

based on the PaddlePaddle framework and prioritizes precision and speed balance. To 595

achieve this, it employs model slimming and depth optimization techniques. Since it is 596

deployed in an offline environment, users can choose whether or not to perform character 597

recognition. For automatic typesetting, we use the T1 and T2 parameters of Canopy, as 598

shown in Table 4. For Kmeans clustering, we use the default parameters of the sklearn 599

module. 600

Table 4. Clustering parameters

Canopy T1(inch) T2(inch)

First Clustering 1 min length2+width2

1.618

Second Clustering 0.8 min length
1.618 ,min width

1.618

Another crucial aspect of our method involves performing non-maximum suppres- 601

sion between different classes to address the issue of excessive IoU. To assess its impact 602

within our specific domain, we conducted an ablation study, comparing two models: one 603

11 https://github.com/cai-jianfeng/flowmind2digital.git
12 https://www.paddlepaddle.org/

https://github.com/facebookresearch/detectron2/blob/main/configs/COCO-Keypoints/keypoint_rcnn_R_50_FPN_1x.yaml
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employing the default method from Detectron2, and the other utilizing an additional NMS 604

between different classes after prediction to filter the results twice. 605

Furthermore, to evaluate the effect of adding single basic shapes to the training set, 606

we conducted another ablation experiment that did not involve changing the parameters 607

of other methods. This experiment involved comparing the changes in each metric before 608

and after adding 485 images, as discussed in Section 4. 609

Metrics 610

Object detection: To assess the performance of object detection, we utilize the same 611

metrics as in the relevant sketch recognition approach[4]. A bounding box is considered 612

a true positive only if it is categorized correctly and overlaps fully with the ground-truth. 613

We set the IoU threshold to 50%, following previous works [4][19]. We then use these 614

true positives as the predicted object detection results and calculate the standard recall, 615

precision, and F1 scores with an IoU threshold of 70% during the calculation process. 616

Additionally, we calculate the diagram accuracy (DA) [4], which represents the proportion 617

of images with completely correct object detection in all datasets, i.e., standard recall and 618

precision are both 1 when the IoU threshold is 80%, and the number of precision boxes and 619

ground-truth boxes is equal. Since some images have zero predicted objects, the calculation 620

of precision can result in division by zero, causing F1 and precision to return N/A for a 621

single image. These images are ignored when calculating the average value. Similarly, 622

when zero annotated objects are selected, F1 and recall return N/A. However, this situation 623

does not arise in the training data, so it does not impact the calculation of diagram metrics 624

for training and validation sets. Finally, when precision and recall are both zero, F1 is 625

defined as 0. 626

Connector Keypoints: For the evaluation of the performance for connector recognition, 627

we refer to the relevant work [19]. The detection of keypoints by neural network may have 628

some error in the circular domain. But in fact, we are concerned about the connectivity 629

of keypoints with shapes, that is, whether a group (x f rom, y f rom, xto, yto) can correctly find 630

the connection between the shapes. Therefore, we apply the same post-processing method 631

to find the nearest shape for train and test, which is mentioned in Section 4.2 to obtain 632

the ground-truth connection and predicted connection of a connector. Then the standard 633

Recall, Precision and F1 scores of the connector category are calculated in the same way as 634

the object detection. In this context, true positive is defined as the correct recognition and 635

full overlap of the three connector categories, where the two connected shapes have the 636

same precision and true label. 637

Character recognition: Section 5.2 discusses the comparison between OCR for the 638

entire image and OCR for the identified text box, which is also an essential aspect. To assess 639

the performance of both methods under various scenarios outlined in Challenges (Section 640

3), we utilize the character error rate CER [26], which is based on the editing distance [27], 641

for each text box string. However, since the dataset contains mathematical formulas and 642

symbols, there are no complete Chinese and English character labels available. Thus, we 643

randomly select 50 representative images from the dataset and manually annotate them to 644

evaluate the performance. 645

Baselines 646

In order to demonstrate the effectiveness of our approach, we conduct a comparative 647

analysis with related studies. We find that BPMN with strict graphic definition, which is 648

heavily focused on the professional domain, is not an ideal baseline. Instead, we choose 649

Arrow-RCNN as it is similar to our work and has a hand-drawn sketch of almost all 650

classes. Accordingly, we train and evaluate Arrow-RCNN models on the hdBPMN dataset 651

to compare them with our Flowmind2digital model under various scenarios outlined in 652

Section 3. For Arrow-RCNN, we adhere to its default image augmentation methods and 653

training parameters. 654
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In order to test our hypothesis about the dataset, we conducted an experiment where 655

we used the same model and replaced various datasets to evaluate the effectiveness of 656

our hdFlowmind. We divided the experiment into two groups: one group was trained 657

using a pre-trained model on flowmind and fine-tuned on the Handwritten-diagram- 658

dataset, while the other group was trained without a pre-trained model. Our objective was 659

to demonstrate the importance of our dataset and show that pre-trained models can be 660

beneficial for training even in different domains. 661

6.2. Results 662

This section presents the evaluation results of our proposed Flowmind2digital model 663

and our hdFlowmind dataset. First of all, the overall results are displayed, followed by the 664

detailed results for each part of our model. Next, we illustrate the ablation studies. Finally, 665

the time-memory complexity analysis and post-processing software docking are presented. 666

Overall results and baselines 667

Figure 15. Losses During the Whole Training Process on hdFlowmind

Fig. 15 shows the individual loss terms and metrics throughout the 80k iterations 668

on the hdFlowmind dataset. It can be clearly observed that the loss mainly stems from the 669

localization of connector keypoints, and after 80k iterations of training, the initial intense 670

fluctuations tend to become stable. The loss of the RPN network, bounding box regression 671

and classification is below 0.2 and gradually tends to fit as the training progresses. 672

The overall results and metrics of evaluation are presented in Table ?? compare with 673

Arrow-RCNN. For certain classes, the F1 score exceeds the range of Recall and Precision, 674

due to one of them being N/A. In this case, the F1 score is also N/A and is not included 675

in the average calculation, resulting in this outcome. Note that in the experiment, the 676

calculation method of the four metrics is weighted average by the number of categories. 677

As shown in Table ??, our approach has a better ability to capture complex scene features, 678

with the total diagram accuracy that is 20% higher than that of Arrow-RCNN, and other 679

metrics that are about 15% higher. Further comparison of recognition examples reveals that 680

our method performs significantly better than Arrow-RCNN in scenarios with more noise, 681

such as over-exposure and shadows. In terms of arrow recognition, Arrow-RCNN has 682

poor performance in identifying multiple arrows or intersecting arrows. In terms of shape 683

and text recognition, it struggles to distinguish styles with overlapping strokes. Overall, 684

our method demonstrates stronger robustness and better performance in fine-grained 685

recognition. 686

Next, we fine-tuned a pre-trained model using FC_A, FC_B, F_A and hdBPMN 687

datasets on our hdFlowmind dataset. The performance of the fine-tuned models was 688

compared with the models trained directly on these datasets without pre-training. The 689

model architecture and parameters used in the training process were identical to those 690

used in the training of Flowmind2digital. The iterations for both experimental groups was 691

set to 5,000. From training process (Fig. 16), it can be inferred that using the hdFlowmind 692
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Table 5. Overall approach results for the test set

Shape Connector Text Total

Approach Rec. Prec. F1 Rec. Prec. F1 Rec. Prec. F1 Rec. Prec. F1 Diagram accuracy

Arrow R-CNN [4] 0.7875 0.8250 0.8057 0.7342 0.6964 0.7147 0.7789 0.7472 0.7627 0.764 0.718 0.754 0.2%

Flowmind2digital 0.9698 0.9544 0.9760 0.8085 0.7577 0.8136 0.8472 0.8247 0.8407 0.885 0.865 0.873 22.5%

Figure 16. Comparison of Training Curves with and without Fine-tuning

pre-trained model for fine-tuning on the FC_A dataset greatly accelerates gradient descent 693

and loss convergence compared to not using a pre-trained model. Subsequently, we present 694

a comparison experiment (Table 6) for fine-tuning on the aforementioned dataset. After 695

conducting multiple experiments and taking the average results, it was found that using 696

the pre-trained model provides a certain degree of improvement in F1 score and diagram 697

accuracy, especially for the FCA and FCB datasets, which are both process diagrams, with 698

an improvement of up to 6%. For the FA dataset in the finite automata domain, due to the 699

small number of categories, it quickly fitted with only 5,000 iterations, and the pre-trained 700

model improved the metrics by approximately 1-2%. However, for the BPMN scenario 701

with strict symbol standards, the 5,000 iterations were clearly insufficient for the model 702

converge, and the hdBPMN2021 dataset’s lack of text categories resulted in only a 1-2% 703

improvement in recognition accuracy with the pre-trained model. Overall, our pre-trained 704

model exhibits good generalization in the sketch domain, fully demonstrating the richness 705

and diversity of the scenarios in our dataset. 706

Table 6. Comparison of metric results for fine-tuning experiment on different test set of our model

Dataset
Pre-train on hdFlowmind No fine-tuning

F1 DA F1 DA

FA 0.9492 0.2143 0.9351 0.1305

FCA 0.8352 0.0585 0.8064 0.0350

FCB 0.9066 0.1326 0.8425 0.0408

hdBPMN 0.4347 - 0.4251 -

*DA=Diagram Accuracy

Object detection 707

Table 7 reports a detailed performance of our object detection classes in a manner 708

that describes the weighted average metrics of each shape. The results of our experiments 709

indicate that our model is capable of accurately recognizing the majority of the primary 710

shapes with high accuracy, achieving a recall rate, precision rate, and F1 score around 95%. 711

For certain categories, due to their low occurrence in the test set, the aforementioned issues 712
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Table 7. Object detection results per class obtained for the test set of our model

Class Rec. Prec. F1 DA Count

Circle 0.979 1.000 0.986 0.935 209

Diamond 0.985 0.978 0.980 0.940 96

Long oval 0.992 0.980 0.981 0.933 97

Hexagon 0.994 1.000 0.996 0.949 111

Parallelogram 0.959 0.991 0.969 0.893 122

Rectangle 0.986 0.961 0.968 0.720 465

Trapezoid 0.977 0.970 0.971 0.940 71

Triangle 0.981 0.976 0.974 0.902 127

WA 0.9824 0.97807 0.976 0.8525 1298

*DA = Diagram accuracy, WA = Weighted average

Figure 17. Left: Shapes that are extremely easy for humans to confuse (long ovals and rounded
rectangles). Right: The recognition result effectively solves the challenges mentioned earlier.

related to F1 calculation surpass recall and precision rates, and thus, further evaluation is 713

needed. 714

Post-hoc analysis of the results reveals that our target detector performs excellent 715

in different backgrounds and handwriting scenarios, and it can handle the difficulties 716

mentioned in Section 3, such as overlapping circles, crossing, and text overprinting. How- 717

ever, the most challenging task is to correctly distinguish certain categories, especially the 718

confusion between rounded rectangles and long ovals, as depicted in the Fig. 17. This is 719

not surprising, given the subjectivity of the drawings, and recognizing these differences 720

between hand-drawn models is also a difficult task for humans, especially in terms of the 721

variations in curvature. 722

Connector recognition 723

Table 8. Connector and keypoints detection results per class obtained for the test set of our model

Class Rec. Prec. F1 DA Count

Arrow 0.848 0.836 0.836 0.559 611

Line 0.855 0.845 0.845 0.714 157

Double arrow 0.750 0.744 0.743 0.525 264

WA 0.8240 0.8138 0.8136 0.5739 1032

*DA = Diagram accuracy, WA = Weighted average

Table 8 further demonstrates the superiority of our model and its versatility in post- 724

processing determination of connection as a whole. According to the first three metrics in 725

the experimental results, arrows and lines are more easily recognized than double arrows, 726

but the diagram accuracy is skewed due to the low number of line samples in the test set. 727

The detection performance of double-arrows is not as good as the other two, which can be 728
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attributed to the triangular lines at the arrowhead that often overlap with shapes or are 729

perceived as part of other shapes. Furthermore, the double arrow possesses features of 730

both arrow and line, which increases the difficulty of recognition. This provides insight 731

into future improvement efforts. 732

Upon further analysis, our recognizer is able to handle various challenges such as 733

many-to-many connectors that cross the entire diagram with relatively good performance. 734

However, for connections that are very close to each other, our model demonstrates limited 735

ability to handle and may treat additional strokes as part of the error or as combinations of 736

other shapes, as shown in Fig. 18. A reasonable explanation for this phenomenon lies in the 737

intricacies of proximity-based spatial relationships. When connectors are very close, the 738

model might face difficulties in precisely separating them, as the visual features become 739

more challenging to differentiate. Additionally, the proximity of strokes may introduce 740

ambiguity, leading to potential errors in the recognition process. 741

Figure 18. Left: Successfully recognized large-span arrows and various fine-grained graphics. Right:
Missed the short connecting line selected by the red oval.

In conclusion, our method consistently achieves metrics approaching 80% on connec- 742

tors, highlighting its efficacy in handling intricate visual relationships, while the recognition 743

performance for connectors may be comparatively lower than that of shapes owing to 744

their inherent flexibility and diversity. This underscores the distinct advantages of our 745

approach, particularly in addressing the complexities of scenarios outlined in Section 3, 746

such as crossings. 747

Textbox recognition 748

Table 9. Comparison of using textbox selection and directly using OCR

Class Rec. Prec. F1 Diagram accuracy

Text box 0.8509 0.8354 0.8407 0.2913

Metric Specified region Whole region

CER 8.5% 35.7%

As shown in Table 9, the results of employing the Baidu PaddleOCR service for 749

handwriting recognition are poor. As demonstrated in Section 3, the main reason of low 750

accuracy is the inability to distinguish between handwritten text and graphical intersections. 751

However, this is not the case for our method, as the first stage of regions of interest 752

identification directly frames the scope. At this point, OCR is used to decode the text in the 753

specified region, and CER has seen a significant improvement, performing well on isolated 754

text boxes. This means that if the OCR prediction is accurate and can reach the level of 755

humans, the detected text block (region of interest) will also be accurate. 756

It should be noted that our method only achieves a recognition accuracy of 29% for 757

text boxes in images, particularly for the recognition of mathematical symbols, brackets, 758

operators, etc. This warrants further investigation. 759

In conclusion, the majority of errors directly or indirectly incurred during the hand- 760

written text block recognition process are due to OCR service errors, and fine-tuning of the 761

ROI plays a significant role. However, this does not indicate that existing OCR services 762
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have major flaws, because high accuracy can still be achieved for pure text recognition in 763

small areas. 764

Ablation study 765

The results of our ablation study in Table 10 show the benefits of adding images of 766

single basic shapes to the training set, improving the Recall (from 0.792 to 0.889), Precision 767

(from 0.784 to 0.872) and F1-score (from 0.786 to 0.879) to increase by 10%. In particular, it 768

greatly improves the diagram accuracy over 20%. From the training process, these images 769

greatly alleviates the over-fitting situation during model training, especially for connectors. 770

It is, therefore, not necessary to excessively pursue sophisticated images when collecting 771

datasets, and single target recognition is also promotional for machine learning. 772

Table 10. Ablation study conducted on the validation set

Method Rec. Prec. F1 Diagram accuracy

NMS 0.792 0.784 0.786 0.066

Add basic images 0.894 0.864 0.877 0.275

NMS+Add basic images 0.889 0.872 0.879 0.283

The results of applying NMS between different classes is not as effective as the former. 773

However, it is obvious from Table 10 whether NMS between different classes improves 774

Precision-score and reduces Recall-score around 0.01. Further, this also improves the 775

diagram accuracy. This experimental result is consistent with our intuition. NMS reduces 776

the number of redundant bounding boxes, and also removes true positive bounding boxes, 777

leading to the decline of recall rate, and vice versa, resulting in the improvement of precision. 778

In the field of sketch, because of the simple shape and the arbitrariness of the user, it is 779

common for the same basic strokes to have two categories of high accuracy at the same 780

time. In the case of multiple connectors, additional detected lines are often generated due 781

to crossing and masking. Therefore, in the domain of the flowmind, this assumption works 782

effectively. Fig. 19 shows an example of how this method works on sketches.

Figure 19. Non-maximum suppression between different categories effectively solves the problem of
many-to-many connectors being recognized multiple times and overlapping.

783

Running time and memory 784

Figure 20. Median runtime measures obtained for the validation set
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Fig. 20 illustrates the runtime of the components of Flowmind2digital. Given the 785

inconvenience of installing the Conda environment for actual users, we tested using a 786

CPU (Interl(R) Core(TM) i5-8300H CPU @ 2.30GHz). Given the image to be processed 787

(3000*4000 pixels), it first goes through the network prediction module (9481ms), followed 788

by the relation analysis and graph construction (177ms), automatic typesetting (503ms), 789

and the optional OCR module (3090ms), and finally the integrated output (36ms). The 790

whole process took 13287ms, with most of the time spent on the two neural modules. The 791

observed processing time of approximately 10 seconds represents a favorable trade-off 792

between accuracy and speed on a standard CPU. This duration is considered a well- 793

balanced solution for practical applications, aligning with the need to efficiently process 794

and interpret visual information without compromising on detection precision. If we use 795

GPU (e.g. GeForce RTX 3090) in inference, the whole process can be completed within one 796

second. 797

Fig. 21 shows the memory usage of Flowmind2digital over time. In monitoring memory 798

usage, it is noteworthy that the initialization time of Python-related modules extends the 799

overall processing time beyond the 10-second mark. The peak memory is around 3500MB 800

at 15.3s, which occurs during the final integration of the module outputs. Most of the 801

memory consumption still occurs in the neural network module, in line with the time 802

consumption.

Figure 21. Memory Analysis of the Whole Process
803

Software Results Display 804

Finally, we display the final result of the integration of the user-inputted raw sketch 805

image with the PPT/Visio software. Note that, based on the flexibility and standardization 806

of both software, our result can only serve as a preliminary reference for further refinement 807

by the designer. In PPT, the shape color is based on the principle of category consistency, 808

while the texture and outline filling follow the default template. In Visio, we initially design 809

the interface in blue as the main color scheme. The font and line width adapt to the size of 810

the input graphic and the bounding boxes. The output visualization is shown in Fig. 22.

Figure 22. Visualization of the Final Software Results
811
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7. Discussion 812

In this section, we discuss the implications, limitations, and provide reference insights 813

for future research work. 814

Implications. Our work extends from the specific domain of hand-drawn diagrams, 815

such as BPMN, UML, and flowcharts, and generalizes further by considering the charac- 816

teristics of natural hand-drawn diagrams. We combine the multi-connection features of 817

mind maps with the geometric shapes that are commonly used and creatively varied in 818

composition to better reflect the natural hand-drawn features. 819

Moreover, our approach establishes a more novel, convenient, and effective compre- 820

hensive processing mode. It enables brainstorming and creation on a whiteboard or even a 821

blank sheet of paper, followed by direct digital acquisition, collection, and storage of com- 822

position information. Connection analysis and automatic layout are then performed, and 823

finally, a document is generated using OCR services. The entire process is fully automated 824

and intelligent. It is worth noting that because the OCR service is independent, the text 825

recognition performance can be further improved as existing natural language processing 826

models evolve in the future. 827

In addition, we have created the hdFlowmind dataset, which is the first object and 828

keypoint detection dataset covering both mind maps and flowcharts. It contains thousands 829

of images and tens of thousands of annotations, and has a wide range of applications. It 830

can effectively address the problems mentioned in the challenge. Furthermore, we found 831

that adding simple basic shapes to the dataset can effectively solve the overfitting problem 832

during the training process for hand-drawn sketches (without stroke sequence information), 833

which contain far less information than RGB images. 834

Limitations. Objectively speaking, our model also has a series of limitations. Firstly, 835

our post-processing relies on specific software interfaces, e.g. if Microsoft PPT/Visio is 836

no longer used as the most common presentation software, the post-processing work will 837

need to be further modified for integration. To expand the model’s application scope and 838

integration into standardized BPMN scenarios, professional visualization software needs 839

to be integrated. Even when the software does not provide ready-to-use documentation, 840

library functions need to be written at the operating system level. 841

Secondly, although we believe that our dataset scenarios have high external validity 842

and cover a variety of application scenarios, the images in the dataset are mainly collected 843

from various scenarios in university life, and the overall image features and quality differ 844

significantly. Therefore, in practical use, people may still encounter more complex situa- 845

tions, such as multiple people using pens of various colors to draw on the same whiteboard 846

in a messy way. 847

Finally, limited by the diversity of connector paths, our model can only recognize 848

the connection relationships and cannot distinguish between the forms of a path, such as 849

straight or curved arrows. Moreover, the electronic version of the connector also depends 850

on the template of the relevant visualization software and cannot truly fit the path of the 851

hand-drawn arrow. This is also a major bottleneck in all sketch recognition works and 852

requires further research in the future. At the same time, different expressions of the same 853

geometric figure is also be a big challenge, which can enrich our graphic material library, 854

such as isosceles triangle, right triangle, etc. 855

8. Conclusion 856

In this paper, we focus on the recognition problem of hand-drawn sketches. We com- 857

bine the characteristics of flowcharts and mind maps, and propose our Flowmind2digital 858

method on the basis of existing solutions. By introducing OCR and integrating with 859

Microsoft Power Point/Visio visualization software, it is the first comprehensive, fully 860

automated sketch recognition method. To enrich application scenarios and better fit the 861

characteristics of hand-drawn sketches by natural persons, we created the "hdFlowmind" 862

dataset, which consists of 1776 images and tens of thousands of annotations, solving the 863

recognition difficulties encountered in actual use due to messy sketches. In the experi- 864
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mental evaluation process, we not only demonstrated the effectiveness of the hdFlowmind 865

dataset, but also showed that Flowmind2digital is very accurate, versatile in use scenarios, ca- 866

pable of handling fine-grained recognition problems in complex sketches, and consistently 867

outperforms existing algorithms. 868

Next, we have identified several directions for future work. First and foremost, 869

increasing recognition accuracy and speed are undoubtedly the most importance. On 870

the one hand, we can continue to enrich the breadth of the dataset, covering a wider 871

variety of scenarios and increasing the number of shape categories. On the other hand, 872

for connector recognition, research can be conducted based on its path characteristics. In 873

text recognition, further collaboration with the NLP field will be pursued to handle more 874

detailed information such as rotation angles of handwritten characters. Second, exploring 875

the combination of the flowmind pre-trained model with existing research in other symbol 876

recognition fields (such as BPMN) is also an interesting topic. The merging of research 877

in various fields of offline sketch recognition will help deepen our understanding of the 878

universality of human sketches (e.g., connection relationships). Finally, increasing the 879

practicality of Flowmind2digital in practice is also necessary. In the future, it can be inherited 880

by more software in various fields, providing a variety of intelligent visualization solutions. 881
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